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ABSTRACT 

This paper proposes the utilization of sentiment analysis classification as a valuable approach for 

analyzing textual data sourced from various internet resources. Sentiment analysis, a data mining 

method employing machine learning techniques, offers insights into the opinions, reviews, feedback, 

and suggestions available online. Given the vast array of user opinions, it is imperative to uncover, 

analyze, and synthesize these viewpoints for informed decision-making. Sentiment analysis provides 

real-time, efficient feedback from consumers, significantly impacting the decision-making process in 

the business domain. Over the past decade, there has been a notable increase in research activity and 

emphasis on exploratory research methodologies. However, we observe certain gaps in Business 

Intelligence research methodologies, as well as identify areas that warrant further investigation. 

INTRODUCTION 

In today's world, people engage in various online forums and social media platforms like 

Twitter and Facebook for social interaction. This collective engagement through digital media 

occurs in real-time, offering many opportunities for business intelligence [14]. Individuals from 

diverse backgrounds, including countries, genders, classes, and races, share their experiences 

and opinions via the Internet. The rise of social media, the widespread use of mobile devices, 

and the advent of the Internet of Things contribute to the generation of vast amounts of real-

time data. More than 1200 Exabytes of new data are generated each year from various sources 

[1]. Eighty per cent of this data is unstructured, making it challenging to store, process, and 

analyze using conventional tools [1, 2]. 

Analytics plays a crucial role in making sense of big data by transforming it into actionable 

insights [3]. Extracting value from big data involves two main steps: data management and 

analytics. Data management involves processes and technologies to acquire, store, and prepare 

data for analysis, while analytics refers to the technologies used to analyze and derive 

intelligence from big data [4]. Researchers have long been striving to enhance information 

systems that provide business intelligence. Business intelligence comprises both a product and 

a process. The product entails information that enables organizations to anticipate the 

behaviour of their competitors. 
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SENTIMENT ANALYSIS 

A. What is Sentiment Analysis? 

Sentiments encompass feelings that reflect attitudes, emotions, and opinions. Sentiment 

Analysis can be defined as the computational study of opinions, evaluations, attitudes, 

subjectivity, and views expressed in text. It involves assessing the emotional valuation of a 

situation, which can be either positive or negative based on physical or mental responses. The 

significance of sentiments in business is well-established, as customer responses serve as 

indirect motivators of purchasing behavior. Sentiment Analysis addresses these issues by 

systematically collecting and analyzing online sentiments from various sources and a large 

sample of customers in real-time. The phases of the sentiment analysis process are illustrated 

in Fig-1. 

 

Fig-1 Sentiment Analysis Process 

Sentiment analysis entails a systematic examination of online expressions, with a specific focus 

on gauging attitudes and opinions regarding a particular topic using machine learning 

techniques. The concept of sentiment analysis in data mining can be understood from two 

perspectives: functional and operational. Functionally, sentiment analysis is described as a 

process that categorizes a body of textual information to discern feelings, attitudes, and 

emotions toward a specific issue or object [6]. This definition elucidates how sentiment 

analysis operates and outlines the outcome of polar classification. 

From an operational standpoint within the realm of computational linguistics, sentiment 

analysis is characterized as automated subjectivity analysis akin to opinion mining and 

sentiment extraction, which revolves around extracting and classifying texts using machine 

language and computer programming [7]. Despite the differences between these perspectives, 

the overarching narrative remains consistent. In essence, sentiment analysis is a data mining 
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technique that leverages natural language processing, computational linguistics, and text 

analytics to identify and extract relevant content from a corpus of textual data. 

B. Business Process Decision 

A business process comprises interrelated, organized activities or tasks aimed at delivering 

specific services or products to fulfill the needs of particular customers or customer segments 

[18]. In today's rapidly evolving business landscape, organizations must adapt to meet changing 

customer needs and environmental demands. Consequently, there is a need for dynamic 

business process modeling and predictive intelligence to accommodate these changes and make 

informed decisions [19, 20]. 

Researchers have long endeavored to enhance information systems that provide business 

intelligence. Business intelligence encompasses both a process and a product. The process 

involves methodologies that organizations employ to cultivate valuable information or insights, 

enabling them to thrive and succeed in the global economy. The product refers to information 

that empowers organizations to anticipate the behaviors of competitors, suppliers, customers, 

technologies, acquisitions, markets, products and services, and the general business 

environment with a certain level of confidence [5]. 

MACHINE LEARNING APPROACHES 

The objective of machine learning is to develop algorithms that optimize the performance of 

models using historical data as training data. In traditional approaches, we provide data (input) 

and a program to the computer (machine), which processes it and yields a result (output). 

However, in the case of the machine learning approach, we provide both data (input) and the 

desired result (output), and the computer (machine) deduces a program based on the input-

output relationship [15]. The machine learning paradigm is depicted in Fig-2. 

Based on this device's program (algorithm), a model is constructed and applied to unseen data 

to generate or predict results. Machine learning algorithms can be broadly classified into three 

categories: Supervised, Unsupervised, and Semi-supervised.  

 

Fig-2 Machine Learning Paradigm 

http://www.ijise.in/


International Journal of Innovations in Scientific Engineering www.ijise.in 

 

(IJISE) 2019, Vol. No. 9, Jan-Jun  e-ISSN: 2454-6402, p-ISSN: 2454-812X 

 

76 

 

INTERNATIONAL JOURNAL OF INNOVATIONS IN SCIENTIFIC ENGINEERING 

Supervised learning is inductive in nature, where the training data includes the desired output. 

It is commonly used in classification and regression tasks. In contrast, unsupervised learning 

involves training data that does not include the desired output and is often employed in 

clustering and pattern recognition [17]. 

 

Fig-3 Computational Learning Model 

A computational learning model should be transparent about several aspects, as depicted in 

Fig-3. The classification task itself comprises various subtasks, including: 

- Data preprocessing, which involves cleaning the data. 

- Feature selection and/or feature reduction, aiming to reduce dimensionality by decreasing the 

number of features. 

- Representation, determining how objects will be learned. 

- Classification, the actual categorization after completing the previous steps. 

- Post-processing, which involves presenting the output. 

The machine learning approach addresses classification problems through several steps, as 

illustrated in Fig-4: 
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Fig-4 Machine Learning Classification steps 

MACHINE LEARNING SOLUTIONS 

Sentiment analysis of natural language texts represents a vast and burgeoning field that can be 

leveraged by businesses to make informed decisions regarding their services and products [21]. 

Sentiment analysis, or Opinion Mining, involves computationally analyzing opinions, 

sentiments, and subjectivity within text. It is a Natural Language Processing and Information 

Extraction task aimed at discerning the writer's sentiments expressed in positive or negative 

tones, queries, and appeals, by analyzing a large number of documents. 

The initial stage in any data-driven approach to sentiment analysis involves transforming a 

portion of written data into a feature vector. In traditional Information Retrieval and Text 

Classification tasks, term frequency is considered essential. However, Pang and Lee [8] 

established that the presence of a term is more significant to sentiment analysis than its 

frequency. Hence, binary-valued feature vectors are employed, wherein entries indicate 

whether a term occurs (value 1) or not (value 0). Furthermore, it has been reported that 

unigrams outperform bigrams when classifying movie reviews by sentiment polarity, thereby 

shaping sentiment analysis research towards determining the semantic orientation of terms. 

Determining the semantic orientation of words involves hypotheses such as those proposed by 

Hatzivassiloglou and McKeown [10], who suggest that adjectives separated by "and" have the 

same polarity, while those separated by "but" have opposite polarity. This information is 

utilized to group adjectives into two clusters, satisfying maximum constraints.  

Sentiment classification is a burgeoning sub-discipline of text classification, focusing on the 

opinions expressed in documents rather than the topics they discuss. An essential aspect of 

opinion extraction from text is determining the orientation of "subjective" terms, i.e., 

discerning whether a term with opinionated content has a positive or negative connotation [11]. 

Esuli and Sebastiani proposed a novel method for defining the alignment of subjective terms, 

based on quantitative analysis of term glosses and the resulting term representations for semi-

supervised term classification. 

Sentiment classification encompasses several specific subtasks, including determining 

subjectivity, orientation, and the strength of orientation [11]. SENTIWORDNET, described by 
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Esuli and Sebastiani [12], is a lexical resource associating each WordNet synset with three 

numerical scores, representing objectivity, positivity, and negativity. 

Traditionally, sentiment classification is approached as a binary classification task [8, 9]. Dave, 

Lawrence, and Pennock [9] utilize structured reviews for training and testing, employing 

appropriate features and scoring methods from information retrieval to determine whether 

reviews are positive or negative. These results perform comparably to traditional machine 

learning methods, which are then applied to identify and classify review sentences from the 

web, where classification is more challenging.  

Various supervised or data-driven techniques for sentiment analysis include Naïve Bayes, 

Maximum Entropy, and Support Vector Machines. Pang and Lee [8] compared their 

performance on different features, such as considering only unigrams, bigrams, or 

combinations of both, incorporating parts of speech and position information, or focusing 

solely on adjectives. The results of this comparison are illustrated in Fig-5. 

 

Fig-5 Comparison of performance of Naïve Bayes, Maximum Entropyand Support Vector 

Machines in Sentiment analysis on different features 

CONCLUSION 

In summary, this paper has thoroughly examined various machine learning techniques, 

including Naïve Bayes and Support Vector Machines, and has provided an up-to-date overview 

of the latest developments in sentiment analysis. It has demonstrated how sentiment analysis 

can be effectively utilized to inform business process decisions and has addressed the unique 

challenges presented by big data. Most importantly, the paper has served as a comprehensive 

introduction to sentiment analysis and its diverse applications in the business environment, 

leaving the reader with a solid understanding of this important field. 

Sentiment analysis presents a significant challenge but potentially profoundly influences 

decision-making across domains. Despite the plethora of machine learning approaches 

available for application in various business domains, a generalized solution is still needed to 

determine the most suitable technique. Organizations often need a standardized methodology 
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for business prediction to avoid trial and error with different approaches. Thus, there is a 

pressing need to delve deeper into developing standardized machine-learning approaches 

tailored to various business domains. 
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